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Abstract With the increased reliance on data-driven decisions and software
services, data scientists are becoming an integral part of many software teams
and enterprise operations. To perform their tasks, data scientists rely on vari-
ous third-party libraries (e.g., pandas in Python for data wrangling or ggplot
in R for data visualization). Selecting the right library to use is often a difficult
task, with many factors influencing this selection. While there has been a lot
of research on the factors that software developers take into account when se-
lecting a library, it is not clear if these factors influence data scientists’ library
selection in the same way, especially given several differences between both
groups. To address this gap, we replicate a recent survey of library selection
factors, but target data scientists instead of software developers. Our survey of
90 participants shows that data scientists consider several factors when select-
ing libraries to use, with technical factors such as the usability of the library,
fit for purpose, and documentation being the three highest influencing factors.
Additionally, we find that there are 11 factors that data scientists rate dif-
ferently than software developers. For example, data scientists are influenced
more by the collective experience of the community but less by the library’s
security or license. We also uncover new factors that influence data scientists’
library selection, such as the statistical rigor of the library. We triangulate our
survey results with feedback from five focus groups involving 18 additional data
science experts with various roles, whose input allow us to further interpret
our survey results. We discuss the implications of our findings for data science
library maintainers as well as researchers who want to design recommender
and/or comparison systems that help data scientists with library selection.
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1 Introduction

Data is currently considered the world’s most valuable resource [1]. As such,
there has been a recent boom in the need for data scientists who are now an
integral part of software teams [2] and general enterprise operations [3]. Data
scientists are those who work with tremendous amounts of data in order to be
able to work on the “real” problem [4], be it a core functionality of a product
(e.g. Facebook’s “People you may know”) or a business decision (e.g. where to
allocate inventory across Amazon’s warehouses). Even in the world of software
engineering, mining software repositories and software analytics have become
essential to improving the quality and maintenance of software, for instance,
as done by Microsoft via insights gathered from software history, telemetry,
and other related artifacts [5].

With this growing demand for data science and analytics, various tools
and technologies have been developed to support the tasks performed by data
scientists, e.g. data wrangling, data modeling, and data visualization. In partic-
ular, third-party libraries (e.g. pandas [6], tensorflow [7] in Python or ggplot [8],
dplyr [9] in R) provide ready-to-use functions and statistical tests common in
data science work. For each functionality, a variety of software libraries may
exist (e.g. in Python, matplotlib or seaborn may be used for data visualization),
thereby making library selection for data scientists practically challenging in
the same way it challenges software developers [10, 11]. Moreover, several re-
cent articles and blogs [12–14] suggest that data scientists need support when
selecting software libraries for their programming tasks and comparing the
capabilities of several libraries that support the same task. However, sifting
through all these articles to figure out which library to use is time consuming
and requires manually comparing multiple opinions and information.

On the other hand, there is a lot of existing work on techniques and support
tools that help software developers select third-party libraries [15–18] or that
directly recommend a library to them [19]. Most of these support tools rely on
comparing or recommending libraries based on selection factors (e.g., popu-
larity, release frequency, or documentation) found in the software engineering
literature [10, 20–22]. Analogically, data scientists would benefit from similar
support systems that help them compare libraries or directly recommend the
most-suited library to accomplish a task. However, the types of projects and
processes data scientists follow are often different from those in traditional
software development [23, 24]. For example, as opposed to software develop-
ers who often have requirements to follow in order to build a defined system,
data scientists typically perform iterative exploration of the data [25]. Addi-
tionally, data scientists are usually trained on statistics and machine learning
to enable them to practically train models, as opposed to software engineers
whose education focuses on engineering trade offs and the construction and
deployment of complete systems [26]. Therefore, we cannot assume that the
previously proposed library selection factors for software developers influence
data scientists’ library selection in the same way. Thus, before designing li-
brary comparison, selection, or recommender systems for this population, we
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first need to assess which factors influence data scientists as they select their
libraries.

To the best of our knowledge, there are no existing surveys on the factors
that influence a data scientist’s selection of a third-party library. As such, our
goal in this work is to understand which factors influence data scientists when
selecting software libraries and determine if data scientists rate these selection
factors differently from software developers. Determining the influence of se-
lection factors is a first step in providing support tools for library selection for
data scientists.

To accomplish our goal, we replicate a recent FSE 2020 survey by Larios
Vargas et al. [10] which asked software developers to rate the influence of 26 dif-
ferent library selection factors. These 26 library selection factors were collected
from the literature as well as an initial interview study with 16 developers, and
thus represent the most recent comprehensive list of library selection factors.
To serve our goal, we shift the survey target population to data scientists. We
use the same 26 technical, human, and economical factors presented in the
original survey, but add additional background, experience and demographic
questions to gain more context about our data scientist participants.

We survey 90 data scientists from across 21 countries. We then run five
focus groups with 18 additional participants to triangulate our survey results
and help us provide additional explanations from data science practitioners.
We find that the usability of a library, its documentation, and its fit for the
purpose of a task are the top three factors that influence data scientists when
selecting libraries. Additionally, we discover three new factors specific to data
scientists, including the statistical rigor of a library. Our results also reveal
that there are several differences between data scientists and software devel-
opers when it comes to selecting libraries. Specifically, data scientists tend to
value human factors more, where the activeness of the library’s community
and the experience of the community in using the library influence data sci-
entists more than software developers. Our focus group participants explain
that community support is essential since most data scientists at the begin-
ning of their career heavily rely on word of mouth and peer advice, and even
often fear playing around with a library or an API beyond existing code snip-
pets they already see. On the other hand, some technical factors (e.g. whether
the library is actively maintained, its security, or its maturity and stability)
influence data scientists less than software developers when selecting their
libraries. Our results have several implications for the maintainers of data sci-
ence libraries as well as researchers who want to design decision support or
recommender systems to help data scientists select third-party libraries, as we
discuss in Section 6.

To summarize, this paper has the following contributions.

– Ratings from 90 data scientists from across 21 countries on how 26 previ-
ously established library selection factors influence their decisions to use a
library.
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– Statistical evidence that data scientists perceive the influence of 11 of these
factors differently from software developers.

– New selection factors specific to data scientists, such as the statistical rigor
of a library.

– List of the Python and R libraries that data scientists (commonly) use in
their tasks, which can be used as a starting point for support tooling.

– Feedback and additional interpretation of our survey results from 18 addi-
tional data science practitioners through five focus groups.

– A discussion of the implications of our results for maintainers of data sci-
ence libraries and for researchers designing library recommendation sys-
tems for data scientists.

All our data and analysis code is available on our online artifact page [27].

2 Related Work

To clarify our motivation and goals, we start by explaining the related litera-
ture. We divide related work into five parts: (1) work related to understanding
data scientists and how they work, (3) work related to how software developers
compare libraries, (4) work that explains differences between developers and
data scientists, and (5) work that specifically focuses on library selection by
data scientists.

Empirical Studies on Data Scientists Through studies on the background and
work practices of data scientists [23,28,29], the literature mostly discusses the
diverse backgrounds and career paths of data scientists, as well as the typical
phases of a data science pipeline (e.g. data collection, data exploration, and
visualization) [30].

There has also been emphasis on data scientists within the software engi-
neering world. Most notably, Kim et al. [2] conduct an interview study with 16
participants from Microsoft to understand the emerging role of data scientists
within software engineering teams. In this initial study, the authors focus on
understanding why data scientists are needed in software engineering teams,
their educational and training background, the type of work they do, and their
working style. As follow up work, Kim et al. survey 793 professionals work-
ing at Microsoft to further investigate the role of data scientists on software
teams [31]. One of the challenges they highlight is that data scientists are of-
ten frustrated by having too many (incompatible) tools to deal with. While
the participants refer to tools from different languages and paradigms, such as
Excel, R, and Python, the struggle extends to selecting a library or framework
to use, as suggested by several online blogs [13,14,32].

In this work, we are motivated to understand the factors that influence a
data scientist’s decision to select a software library. Unlike Kim et al., our tar-
get population includes all professional data scientists, regardless of whether
they are involved within a larger software engineering team or not. Today’s



Selecting Third-party Libraries: The Data Scientist’s Perspective 5

data-driven society leverages data science to drive business decisions in a vari-
ety of fields, such as in banking or marketing [3]. Therefore, for our purposes of
understanding the factors that influence library selection, we need to include
all data scientists, regardless of the type of team they work in.

Library Comparison/Selection for Software Developers Extensive research stud-
ies the problem of library selection for software developers. This includes work
on mining library migrations or replacements, where some researchers focus
only on mining replacements from commit history [15, 33, 34], while others
use such data to create decision support tools that recommend alternative li-
braries or versions [35, 36]. Recently, researchers have been studying how to
identify and present developers with information about the factors they may
care about when comparing libraries. For example, Uddin et al. [16] mine
opinions about various library Application Programming Interfaces (APIs)
from Stack Overflow [37] posts and categorize them based on various aspects
such as documentation, usability, and security. Pano et al. [21] interviewed 18
decision makers regarding the JavaScript framework selection and derived a
model of desirable Javascript framework adoption factors. Their factors are
grouped into five categories: performance expectancy, effort expectancy, social
influence, collegial advice, facilitating conditions, and price value.

Lopez de la Mora and Nadi [11, 18] propose a metric-based comparison of
software libraries. They use the literature to identify which aspects develop-
ers may care about when using a software library and then define 10 metrics
to measure these aspects. They mine library meta data from version control
history, issue tracking systems, and Stack Overflow to calculate the metrics
and then survey 61 developers to understand which of the proposed metrics
influence the developer’s selection of a library. Their study identifies popular-
ity, security, and performance as the top influential metrics and additionally
highlights that the influence of the proposed metrics vary by domain.

These results inspire the premise for our work: If the factors that influence
library selection for the same target population vary by domain, they may
also vary by target population, especially given the differences between data
scientists and software developers (discussed next). Our motivation to even-
tually design decision support tools for professional data scientists drives the
need for reconstructing similar studies/surveys in order to better understand
what influences their library selection process. Therefore, we replicate the re-
cent survey constructed by Larios Vargas et al. [10] and which identifies 26
technical, human and economical factors that may influence the developer’s
selection of a software library. In our work, we target professional data scien-
tists instead of software developers. Given that our work uses Larios Vargas
et al.’s survey questions, we separately elaborate on their study and outline
the 26 factors at the end of this section.

Differences between Software Developers and Data Scientists While data sci-
entists may have some commonality with software developers, there are several
considerations that make these two populations different. From an education
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perspective, Kross and Guo [24] explain that those who pursue data science
courses tend to be from varying ages and from a variety of academic back-
grounds. For example, in a survey of 250 data scientists from across the globe,
Harris et al. found that 40% of reported undergraduate degrees are in so-
cial or physical sciences, not related to computer science, math, statistics,
or engineering [29]. Kross and Guo [24] also highlight how data scientists lie
between two extremes: “They share similarities with both software engineers
(they aspire to write reusable analysis code to share with their colleagues) and
end-user programmers (they view coding as a means to an end to gain insights
from data).” This unique placement motivates us to investigate whether the
library selection problem for data scientists is different from that for software
developers.

Zhang et al. [23] explore collaboration practices between data scientists
and find that their communication focuses on data exploration and exchang-
ing insights, whereas software developers work on a common code base and
communicate mainly about issues related to that code. Moreover, data science
projects involve more uncertainty and exploration than typical requirements
driven software development, even if they will end up deployed as part of a
larger software system. Studies of data science code and pipelines also show
that data science code is mostly a linear orchestration of libraries for data ma-
nipulation [30,38] and that there is low modularization in terms of separation
of concerns of the different stages in a typical pipeline (e.g., data prepara-
tion, data analysis etc.) [30]. In contrast, software engineers typically build
large systems where they are encouraged to follow software engineering prin-
ciples and often require complex intertwining of many libraries [39]. All the
above differences, whether in terms of background, practices, or expectations,
may affect the factors which data scientists typically look for when selecting
libraries.

Library Selection for Data Scientists Ma et al. [40] propose a methodology for
measuring the uptake of any software package/library by developers, based on
supply chain networks and social contagion theory. As a case study, the au-
thors apply their framework to two competing data frame implementations in
R, tidy and data.table. While these are two packages that data scientists
commonly use and were chosen due to the authors’ familiarity with R, the
paper does not specifically target data scientists overall and does not inves-
tigate their choices for selecting a package/library. Instead, our work focuses
on directly getting data scientists’ overall opinions and perceptions through
a survey, allowing us to capture influencing factors that may not be directly
measurable in the final uptake of a library. As part of their discussion, Ma
et al. speculate that many of the influencing factors they find for these two
packages seem to reflect social or cognitive biases, which further motivates
us to directly survey data scientists beyond only these two R packages. We
also note that all the metrics proposed by Ma et al. measure factors that are
already included in the 26 factors in Larios Vargas et al.’s survey [10].
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With the exception of research articles [12,41,42] or blog posts [13,14,32]
that compare the performance and capabilities of machine learning or data
science libraries for various tasks, we are not aware of any work that specifically
looks into which factors influence data scientists’ selection of a third-party
library. These articles do however motivate the need for our work, since they
highlight the abundance of available libraries data scientists need to compare
and choose from.

The 26 Library Selection Factors Larios Vargas et al. [10] study which fac-
tors influence the software developer’s decision when selecting third-party li-
braries. The authors follow a thorough and systematic process to reach a list
of 26 factors. They first conduct an interview study with 16 practitioners (with
Software Developer or Software Engineer in their job title/role) to identify 26
technical, human, and economical factors (18 of which were also supported by
existing literature [11,18,20–22,34,43–45]), making their list the most compre-
hensive list of library selection factors to date and thus an appropriate starting
point for our research. The authors then survey 116 practitioners to under-
stand the influence of these factors on a larger scale. Their survey respondents
are technical leads or software architects (36%), software developers (42%),
researchers (11%), and project or product managers (5%), but do not include
any data scientists.

Inspired by their work and the previously mentioned differences between
software developers and data scientists, our paper surveys professional data
scientists using the same 26 factors to understand which factors influence their
selection of a third-party library, as well as whether there is a difference be-
tween data scientists and software developers in this regard.

The 26 factors are shown in Table 2, and we provide their brief descrip-
tions below. In the table, we also use the same categorization Larios Vargas
et al. [10] use to group these factors: Technical Factors (T) include factors
related to functionality, quality, type of project, and release process. Human
Factors(H) relate to stakeholders, organization, the individual, and the com-
munity. Economic Factors (E) relate to total cost of ownership and risk of
a project. The table also shows the subcategories they use.

Technical Factors:
T1 Brown- or green-field: Whether the target project or software system

is a new project (green field) or an existing project (brown field).
T2 Size and complexity: “The amount of code that the library has and

whether the library offers way more functionalities than the ones needed.”
T3 Fit for purpose: How much the purpose of the library matches with the

needed requirements.
T4 Alignment w/ architecture: Whether these is an alignment between

the library and the core technologies used in the target system or a good
match with the overall software architecture.

T5 Usability: How easy is it to use the library.
T6 Documentation: Presence of (official) documentation and information to

help use the library.
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T7 Security: The overall security of the library.
T8 Performance: The overall performance of the library.
T9 Well tested: Whether the library has good testing measures to ensure its

quality.
T10 Active maintenance: How often the library is maintained
T11 Maturity and stability: Whether the library is stable for usage.
T12 Release cycle frequency: The release cycle frequency of the library (e.g.,

weekly, monthly).

Human Factors:

H1 Customers: The final customers of the project.
H2 Other teams: Other teams with the selector’s organization.
H3 Project/product managers: The selector’s project and/or product man-

agers.
H4 Own team: The selector’s current team.
H5 Type of industry: The type of industry project belongs to.
H6 Cultures and policies: The culture and policies of the selector’s organi-

zation/company.
H7 Management and strategy: Role of management in technology deci-

sions.
H8 Self-perception: The selector’s perception of the library (i.e., personal

feelings)
H9 Experience: The collective experience of the community (library users)

with the library.
H10 Activeness: How active the library’s community is (i.e., size, responsive).
H11 Popularity: The popularity of the library.

Economic Factors:

E1 Time and budget: The budget and time available for developing your
own library.

E2 Licence: The license (e.g., MIT, Apache) of the library.
E3 Risk assessment: The possible risks that the library might introduce to

your project

3 Research Methods

The goal of this work is to understand which factors influence data scientists
when selecting software libraries and to compare if they rate selection factors
differently from software developers. To accomplish these goals, we use a ques-
tionnaire survey as our main research method to answer the following research
questions:

RQ1 Which factors influence data scientists when selecting software libraries?
In order to provide any support tools that help data scientists select a
library to use, we first need to understand the factors they consider
when selecting libraries.
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RQ2 Is there a difference between how data scientists and software develop-
ers rate library selection factors? We want to understand if there is a
difference between how software developers and data scientists choose
software libraries, in terms of the factors that influence their decision.
Any differences would affect the design of support tooling provided for
these two groups.

As a secondary research method, we use follow up focus groups to triangu-
late our survey results with expert feedback and explanations. In this section,
we describe our survey design, recruitment strategy, and the tools we use to
analyze the collected survey data. We also describe the focus groups that we
conduct after the survey.

3.1 Survey Design

Our survey mainly collects three categories of information1 (1) Background
and data science experience, (2) Demographic Information, and (3) Factor
Ratings when selecting software libraries.

To create a profile for the participants’ background and data science experi-
ence, we ask about their education background, highest degree, main resource
for learning data science, and their self-declared confidence in their statistics
and programming skills, as two core skills related to data science [29]. We also
request their current position’s title, location, business sector, and responsi-
bilities.

To build more context around the participants’ data science profile, we
delve into the programming languages they use (if any) and ask them to list
the libraries they use in each language as well as the corresponding data science
tasks they typically use each library for. All previously mentioned questions
are mandatory. Note that if a participant indicates that they do not code, this
ends the survey since it does not make sense for us to ask them about library
selection factors in that case.

Moreover, we complement the previous information with optional demo-
graphic questions related to current employment status, the size of the current
organization, as well as years of professional experience, both in general and
in data science specifically. Note that this optional demographic information
is asked at the end of the survey, as to avoid fatigue and/or “lazy” answers
for the mandatory questions.

The core of the survey is the factor ratings, where participants rate the level
of how each factor (if at all) affects their selection of a software library for their
data science work. To ensure that participants understand what to consider as

1 Note that the layout of the survey sometimes combines questions of different categories
to optimize the flow of the survey. For example, we ask participants about their current
role at the beginning of the factor ratings to contextualize the information, while we keep
all optional demographic questions at the end. The exact survey we use is available on our
artifact page [27]
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a software library, we provide them with the following information and instruc-
tions on the first page of the survey “In this research, we want to understand
how Data Scientists select the libraries they use when coding data science tasks.
For the purposes of this survey, a data science library is broadly defined as an
application (e.g., weka), package (e.g., dplyr in R), or third-party dependency
(e.g., SciPy in Python).” In the survey, we ask participants to rate the same
26 factors used by Larios Vargas et al. [10], which are explained in Section 2
and listed in Table 2, using the same rating scale. Similar to the original sur-
vey, we group the factors by categories into several rating grids. Participants
rate each factor on a four-point Likert scale, with an additional null option,
i.e. “No influence” (N), “Low influence”(L), “Moderate influence”(M), “High
influence” (H) and “I do not know/Not applicable”(N/A).

Since data scientists may also consider additional factors not covered by
the original 26 factors, we also ask participants an open-ended question about
any additional factors they may take into account when selecting a library.
This allows us to uncover any additional factors that may be specific to a data
scientist’s role. A similar open-ended question also appears in the original
survey by Larios Vargas et al. [10].

All our survey data is collected anonymously. However, as a token of appre-
ciation, participants can optionally provide their email to enter a raffle of one
of four $50 Amazon gift cards. Our survey was also reviewed by the research
ethics offices of our respective universities.

3.1.1 Pilot Survey

Before running the actual survey, we first conduct a pilot survey with three
participants to make sure the survey instructions are understandable, the fac-
tors are clear, and that the Google form we use works as expected. Two out
of three pilot participants are data scientists, while the third participant is a
computer scientist who uses data science in their research. We ask the pilot
participants to provide us any feedback they have about the survey and we
also analyze their survey responses afterwards. For one of the data science
pilot participants, we additionally ask them to explain how they understood
each factor and verify that it aligns with the definitions used by Larios Vargas
et al. [10]. We then fix the survey as needed accordingly to the pilot feedback
we received.

We find that none of the pilot participants seemed to have difficulty with
understanding the terminology used in the survey. However, one of the pilot
participants complained about the large amount of demographic data and that
they would have preferred to know about this upfront. This is why our final
survey design has the essential required demographic data at the beginning
of the survey (e.g. education, degree, learning resource) and all other demo-
graphic data (e.g., size of company, years of experience etc) as optional at the
end of the survey, which allows a participant to completely skip this part of
the survey if they do not wish to provide such information. There was also
feedback on the length of the survey in terms of number of pages, which is



Selecting Third-party Libraries: The Data Scientist’s Perspective 11

why we streamlined the order of questions to reduce the number of pages.
The survey structure, described in Section 3.1, reflects the final design of the
survey after incorporating this feedback. Note that we do not include the data
from these three pilot participants in our results.

3.2 Survey Participant Recruitment and Data Analysis

Sampling and Recruitment. Our target population is data science professionals
who write some scripts/code to accomplish their tasks. We recruit participants
through a variety of sampling strategies. We start with a mix of convenience
and snowball sampling approach where we reach out to data scientists in our
professional circles and ask them to fill out the survey and circulate it within
their teams and professional networks.

Next, we search for additional participants outside of our network using
LinkedIn search. We use the search keywords data scientist, machine learn-
ing, data analyst and more generally data science, and narrow the search by
looking for participants in countries we do not already have responses from.
We randomly choose candidates from the returned results and either directly
message them using a purchased LinkedIn subscription that provides more
InMail credits2 or simply send connection requests with the survey details in
the message. This recruitment method ensures that we do not rely only on
convenience sampling from our own network. Additionally, it allows to recruit
participants from diverse geographical regions. Overall, we contacted 158 par-
ticipants on LinkedIn and 96 replied that they would fill the survey/share the
link with their team (61% response rate). However, we do not track identi-
fying information to verify that they actually filled it out (or if those who
have not responded filled it out); we also do not know who they may have
shared it with. Since we asked everyone we contacted (whether on LinkedIn
or through convenience sampling) to circulate the survey link to other mem-
bers in their team, which we cannot keep track of, we are unable to report an
overall response rate [46].

Cleaning Responses. Overall, we received 432 responses. We exclude 7 of these
responses, where the participants indicate that they do not code. We inten-
tionally did not post on our social media accounts to avoid non-serious entries
that are solely motivated by the raffle and to avoid getting responses from
non-professional participants (e.g., students). This strategy worked well based
on the quality of our first 22 responses, which we slowly collected over approx-
imately 1 month. Nonetheless, one of our contacts with a wide data science
network posted the survey on their social media account while specifically
mentioning the raffle. This caused an extremely high number of entries to im-
mediately trickle in. For example, we received 82 new responses within a span
of 3 hours and 328 responses in 3 days. Such a high response within an ex-
tremely short period of time is atypical and suggests an issue with the quality

2 https://www.linkedin.com/help/linkedin/answer/1584/inmail-messages?lang=en

https://www.linkedin.com/help/linkedin/answer/1584/inmail-messages?lang=en
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of these responses. To overcome this, the two authors of this paper manually
analyzed each entry to decide on whether to include it in the survey. We used
two objective indicators to identify non-serious entries. The first is library
names that are obviously fictional(e.g., “George Peobody” or “Intelligent li-
brary”). The second is obvious filler ratings, such as all “Low” or all “High”
for all ratings. The two authors discuss any disagreements or borderline cases
and resolve them. Our individual ratings have an almost perfect kappa score
of 0.91, suggesting that it was easy to determine fake or filler responses from
legitimate ones. We exclude 335 participants that match the two indicators of
non-serious entries above. At the end, we include only 90 responses, and use
these responses to answer our research questions.

Analysis Tools. To answer our research questions, we use Python to con-
duct our data analysis. We use SciPy [47] for our statistical tests, specifically
Wilcoxon rank-sum test to compare distributions [48].To generate charts from
our data, we use Python’s matplotlib library [49].

3.3 Focus Groups

Interpreting the findings from quantitative survey questions may require re-
searcher speculation without access to follow up with participants (all re-
sponses are anonymous). Additionally, open-ended survey questions may suffer
from ambiguity or incompleteness. For example, participants may add addi-
tional factors but not explain what they mean exactly or they may choose
to skip a few optional questions. Thus, triangulating the results of our survey
analysis with followup direct commentaries and feedback from data science ex-
perts and market practitioners can provide more insights and interpretations
of the survey results. This provides a more comprehensive picture of the data
scientist’s perspective on selecting libraries.

Therefore, we use the focus group method, which has been advocated as a
quick and effective way to collect qualitative feedback [50], to gather additional
insights to help interpret our survey results. We design the focus groups as
semi-structured group conversations where we discuss our survey results and
interpretations with data science experts. It is worth noting that we design
the focus group questions and recruitment criteria based on the results of the
survey since our goal is to use the focus groups to help us with interpretation
and to avoid any researcher speculation. However, for better flow of the paper,
we describe the focus groups as part of our research methods before presenting
the survey results.

We select professionals from the top three business sectors in Figure 1b.
We first choose well-known organizations in the respective sectors, diversify-
ing between major corporations and smaller startups. In particular, we choose
a well-known software engineering company to represent the Software & An-
alytics sector, a multinational telecommunication company and an EdTech
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Table 1: Focus group participants

Group Size Participant Description

G1 3 Data science team at a multinational SE company

G2 4 Data science team from data science startup

G3 2 Machine learning team from same data science startup

G4 5 Data science team at an international telecommunication company (n=3) +
AI team at an education technology startup (n=2)

G5 4 Data science team at an international bank

(education technology) startup to represent Service and, finally, an interna-
tional bank to represent Finance & Banking. We also recruit a data science
consultancy startup that provides consultation services (service branch) as
well as two data science products (product branch). Adding this startup to
our pool ensures exposure to professionals who perform data science tasks for
diverse industries and use cases from both the service or analytics side, as well
as the product engineering or operationalization side.

For each company, we ask the manager of the data science department (or
equivalent) to refer us to three to five volunteers from their team with at least
three years of experience and preferably diverse skills, backgrounds, and/or job
titles. At the data science consultancy, we request participants from both the
services branch and the product branch. Finally, we ask all nominees to confirm
that they had not filled out our original survey to avoid double counting.
Participating in these focus groups was voluntary with the consent that the
data will remain confidential and will be reported only in aggregation. Overall,
we conduct five focus groups with a total of 18 participants, shown in Table 1.
We conduct each focus group as a semi-structured, unbiased conversation for
60-75 minutes addressing the following main points of discussion:

– Data Science roles and titles in the market.
– Verification of understanding of the 26 factors used in our survey.
– Library selection factors for data scientists.
– Differences between software developers and data scientists in terms of use

cases and workflow.
– Perception of library selection support tools for data scientists (i.e., our

motivation for this work).
– Commentary on survey results we need additional feedback or insights for.

4 Survey Results

Our survey results are based on the responses of 90 participants that match the
filtering criteria discussed in Section 3.2. We first describe our participant pro-
files and then use the collected data to answer our research questions. We use
our discussions through the focus groups to provide additional interpretation
and context while presenting the survey results.
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(a) Participant Distribution by Country

(b) Participant Distribution by Business Sector

Fig. 1: Participant Location and Industry Sector

4.1 Details of Our Participants

Countries and Sectors. Our participants work in 21 countries across 6 con-
tinents, shown in Figure 1a. To facilitate visualizing sectors in Figure 1b,
we group them into five main categories and an Other group. We group sec-
tors such as Education, Health Care, and Telecommunication under services,
and sectors such as Natural Language and Tech under Software & Analytics.
Our exact categorization can be found in the analysis scripts on our artifact
page [27]. The figure shows that the top three sector groups our participants
work in are Software & Analytics, Services, and Finance & Banking.

Professional Experience and Employment. The number of years of general pro-
fessional experience of the 86 participants who reported it varies between 1 to
36 years, with a mean and median of 8 and 6 years, respectively. On the other
hand, the number of years of professional experience in data science of the 86
participants who reported it ranges from 1 to 17 years, with a mean and me-
dian of 5 and 4 years respectively. This suggests that many of our participants
worked in previous professional roles before switching to data science. Out of
the 85 participants who reported employment status, the majority (80 %) are
employed full time with the remainder being freelancers or part-time employ-
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(a) Participant Distribution by Formal Degrees

(b) Participant Confidence in Programming and Statistics

Fig. 2: Participant Education and Skills

ees. Out of the 84 participants who answer the company size question, 6 %
work for companies with 1-9 employees, 27 % for companies with 10 - 99 em-
ployees, 26 % for companies with 100 - 999 employees, 36 % for companies with
more than 1000 employees, while the remaining 5 % report not applicable.

Data Science Education and Skills. Almost all our participants (97 %) have
at least a bachelor degree, with 63 % having a graduate degree, as well. This
is consistent with the results by Harris et al. [29] and Kim et al. [2, 31] who
found that post-graduate degrees, especially PhDs, contribute to the working
style of data scientists, as they need to identify important questions to ask as
part of their work and iterate on them. Additionally, with the recent boom
of the data science market, many data scientists switched careers by taking a
Master’s degree in data science when their undergraduate degree was different
(or sometimes irrelevant).

We show the education specialization of our participants in Figure 2a. Note
that the survey allowed participants to select multiple options in order to ac-
count for those with multiple formal degrees. Thus, we group participants into
the following educational profiles: (1) CS(E) for participants whose degrees
are only in computer science/engineering, (2) math/stats for participants with
degrees only in mathematics or statistics, (3) STEM for participants whose
degrees are only in other STEM fields, including other engineering disciplines,
and (4) NonTech for participants with education fields such as business or
social sciences. We then create additional categories for participants with mul-
tiple degrees: (5) DS + STEM for participants whose degrees combine Data
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science with any STEM field and (6) DS + NonTech for participants who have
formal education in data science combined with a non-technical field. Overall,
the educational background of our participants varies, with 33 % having for-
mal education only in computer science or computer engineering, 13 % having
formal education only in mathematics or statistics, 12 % with a formal edu-
cation background only in a STEM field, other than computer science and
mathematics, while 12 % have a formal education background only in a non
technical field, such as business or various social sciences. For the remaining
participants, 24 % combine a data science degree with their original technical
or non technical degree, while 6 % have other combinations of degrees.

Overall, our participants learned data science through a variety of re-
sources: 46 % of our participants learned data science formally, whether through
a formal degree or non-major electives at school, 46 % used independent learn-
ing resources such as online tutorials, YouTube videos, etc., and 9 % took a
form of non-degree online programs or certificates.

Figure 2b shows the participants’ confidence in their programming and
statistics skills on a five-point Likert scale (1 = Not confident at all, 5 = Very
confident). As shown, the majority of our participants rated themselves highly
in terms of programming skills, while the distribution of statistics skills is a
bit more uniform. The median of both skills is, however, at 4 (= Confident).

The majority of our participants (83 %) use Python for their data science
tasks. The other programming languages selected by our participants include
R (44%), SQL (8%), and Matlab (5%). Thus, Python and R are the two most
popular programming languages used by our participants, which aligns with
existing findings of general data science demographic surveys [29,51].

Data Science Role. Ignoring seniority in the job title, the majority of our
participants (48 %) have explicit Data Scientist related titles (e.g., “Data An-
alyst” or “Data Scientist”) or Machine Learning Developer/Engineer titles
(16 %). While the remaining titles do not explicitly have a data science related
term, the corresponding participants perform data science tasks, as indicated
by the job responsibilities they describe. For example, three participants who
work in HR or employment services roles use data science to analyze cur-
rent or prospective employee information. Other participants had titles such
as “Quantitative Researcher” or “Consultant” with concrete data analytics
roles in their respective sectors. This matches the current state of the indus-
try where data analysis and data science has become a pervasive tool used in
various roles and sectors.

4.2 RQ1: Factors that influence data scientists

We now describe the findings of RQ1, specifically how the surveyed factors
influence data scientists’ selection of a software library. We also describe any
additional factors mentioned by the participants.
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(a) Python Libraries (n = 64 responses) (b) R Libraries (n = 32 responses)

Fig. 3: Word Clouds of Commonly Used Libraries Among Participants

Library Context. To provide more context for the factor ratings, we first dis-
cuss the libraries that our participants use. We focus on Python and R for
libraries since they are the two top programming languages used by our par-
ticipants, as discussed in Section 4.1. Figure 3a illustrates a word cloud of
all 60 unique Python libraries mentioned by 64 participants who provided an
answer to this question, where bigger fonts correspond to higher frequencies.
Figure 3b shows the same data for the 54 unique R libraries mentioned by
32 participants. The collected set of libraries gives us some context about the
libraries that our participants had in mind as they were rating the factors.

Factor Ratings. We now discuss the rankings of the library selection factors for
our data science participants. For each factor individually, we first exclude all
responses that selected the N/A / I do not know option in order to normalize
the computations to only participants who actually know and understand the
factor (note that this still includes no influence ratings). Out of the remaining
participants, we compute the percentage of those who rated the correspond-
ing factor highly, i.e. rated the factor as being of moderate or high influence.
We then rank all 26 factors based on descending order of these percentages.
The rank of each factor is shown in Table 2. Finally, we consider a factor as
being important if the percentage of respondents who rated the factor highly,
as described above, is 75% or more. Based on this, we identify the following
7 important factors (also marked with an asterisk (*) beside their rankings
in Table 2): (1) Usability (92 %), (2) Fit for purpose (86 %), (3) Documen-
tation (87 %), (4) Activeness (84 %), (5) Maturity and stability (80 %), (6)
Performance (80 %), and (7) Experience (76 %).

We find that the majority of these important factors are technical fac-
tors, mainly highlighting the high influence of the usability, functionality, and
documentation of the library on the selection process. Additionally, the per-
formance of the library is important for data scientists, which makes sense
given the large amounts of data that data scientists usually deal with. Finally,
data scientists value using mature and stable libraries, partially to save time
on having to resolve deprecation issues or deal with poor integration issues (as
supported by open-text answers from our respondents).
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Two of the important factors are human factors. Specifically, we find that
data scientists emphasize the role of the community through its experience
and activeness, even more so than popularity (which is still highly valued but
ranked less). Given that the majority of our respondents indicated having
learned data science more or less independently, it makes sense for them to
leverage the community more. Our focus groups also explain that many data
scientists without any prior experience learn data science on their first job and
utilize a known collection of community-based platforms for their learning.
They also elaborate that Python and R have very active communities that
share their experiences online, which they claim to be the main reason behind
the popularity of these two programming languages among data scientists.

Finally, we find that economical factors are generally not among the top
priorities in library selection for data scientists. This may be due to the fact
that a lot of data science work is not involved in deployment or production,
so licensing and budgeting is usually out of the scope of most data scientists’
work and considerations.

It is also worth noting that we counted the number of N/A’s for each factor
and they were all under 11% (mostly 1 - 5%), except for one factor, namely
Brown- or green-field, where around 29% of our participants did not deem it
as applicable or did not even know what it was. We speculate that given less
of a programming background among data scientists, it may have not been
clear to our participants what Brown- or green-field even meant. We confirm
this speculation by discussing it with our focus group participants. We note
that some of them also did not understand this term. While other participants
did understand it, they mention that this is unlikely a factor data scientists
would understand and/or care about.

Additional Factors Mentioned by Participants. In our survey, we ask partici-
pants to optionally indicate any additional factors they take into account when
selecting a library, which we may have not asked them about. There are 51
participants who answer this question, including 34 who indicate that there
are no additional factors that they consider. We find that 10 of these responses
reemphasize factors already among the 26 factors of the survey, thereby under-
scoring their importance. For instance, we are able to see that data scientists
put much value on community support and are constantly looking for easy
guidance that can reduce the time they need to learn a new library. On a tech-
nical level, they select libraries with better adaptability and integration. We
now discuss the new factors mentioned by the remaining seven participants.



Selecting Third-party Libraries: The Data Scientist’s Perspective 19

Table 2: Ratings for the 26 surveyed factors, comparing data scientist ratings
from our survey with software developer ratings from Larios Vargas et al. [10].
Columns “H” (high influence), “L+M” (low or moderate influence), and “N”
(no influence) indicate percentage of participants for each rating; we do not
show the N/A percentage values, but they appear in the bar charts. Factors
with statistically significant differences between data scientists and software
developers are shown in blue, along with direction of difference (↑ is more for
data scientists and ↓ is less). Rank column shows factor ranking according to
the percentage of participants who rated the corresponding factor as moderate
or high influence. Asterisk (*) marks factors where this percentage is >= 75%.

Data scientists (N=90) Software Developers (N=116) [10]

Distribution H L + M N Rank Distribution H L+M N Rank

Technical Factors

Software System

Brown- or green-field 14 % 42 % 14 % 26 10% 55% 18% 19

Functionality

Size and complexity 14 % 73 % 10 % 15 16% 71% 11% 18

Fit for purpose ↑ 73 % 26 % 1 % 3* 36% 52% 7% 11

Quality

Alignment w/ architecture 36 % 51 % 8 % 10 21% 69% 5% 14

Usability 63 % 36 % 1 % 1* 55% 42% 3% 3*

Documentation 52 % 43 % 3 % 2* 51% 47% 1% 2*

Security ↓ 21 % 62 % 16 % 18 39% 53% 4% 8

Performance 43 % 50 % 4 % 6* 32% 63% 5% 6*

Well tested 23 % 64 % 9 % 17 11% 68% 18% 17

Release

Active maintenance ↓ 30 % 60 % 7 % 13 44% 47% 7% 5*

Maturity and stability ↓ 42 % 49 % 8 % 5* 62% 37% 0% 1*

Release cycle frequency 8 % 66 % 23 % 23 3% 74% 22% 22

Human factors

Stakeholders

Customers ↑ 12 % 48 % 30 % 25 7% 30% 54% 25

Other teams 8 % 63 % 26 % 24 4% 62% 23% 20

Project/product managers ↑ 14 % 64 % 16 % 19 3% 48% 36% 26

Own team 30 % 59 % 10 % 8 30% 57% 7% 9

Organization

Type of industry ↑ 14 % 49 % 32 % 22 9% 46% 36% 23

Culture and policies ↑ 14 % 53 % 26 % 20 8% 52% 28% 21

Management and strategy 13 % 53 % 23 % 21 8% 47% 35% 24

Individual

Self-perception 29 % 61 % 10 % 12 16% 69% 12% 16

Community

Experience ↑ 43 % 50 % 6 % 7* 23% 63% 9% 15

Activeness ↑ 41 % 57 % 2 % 4* 30% 62% 8% 13

Popularity 33 % 58 % 8 % 11 30% 59% 10% 7

Economical factors

Total cost of ownership

Time and budget 40 % 43 % 6 % 14 39% 48% 10% 12

License ↓ 28 % 51 % 14 % 16 45% 42% 11% 10

Risk

Risk assessment 38 % 54 % 7 % 9 38% 57% 5% 4*
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Five responses alert us to some additional considerations, which we high-
light below by discussing quotes from our respondents (R). R19 mentions that
it is important to consider the general completeness of the library’s scientific
scope. They give the example of survival libraries that must provide the p-
values of a C-index, rather than only the C-index. Along the same lines, R54
lists “trust in the statistical background of the library developer” as an addi-
tional factor they consider. R46 says that they consider the “consistency in
[the] results of the algorithms in a[n] R library vs the corresponding Python
library, especially when data science products have to be scaled up on Hadoop
or Spark.” Also related to scalability, R32 lists the ability to handle large data
sets. Finally, R71 mentions the extent to which a library enables the user to
work on custom use cases.

There are two remaining ambiguous responses mentioning Inertia (R414)
and Speed to get insights (R425) as additional factors. These respondents do
not elaborate on what they exactly mean by those factors. Accordingly, we
ask our focus group participants how they might interpret these comments.
They suggest that inertia may refer to consistency in results produced by an
algorithm if it is run multiple times, similar to the concern stated by R46
above. As for Speed to get insights, our focus group experts took this to either
be related to how fast the library runs to produce results or how easy it is
to learn and use a library to get results. They suggest that both of these
explanations are already entailed within Usability and Performance from the
original 26 factors and they would, therefore, not consider this as a new factor.

From the above, we conclude that data scientists draw our attention to the
core role that statistics play in their work. As such, statistical soundness is
a factor that may influence their library selection (R19 and R54). Moreover,
the nature of the data scientist’s work comes with some concerns about con-
sistency and scalablity (R32, R46, R414) and customization (R71). All
of these additional factors can be categorized as technical ones.

RQ1: We find 7 important factors for data scientists: 5 are technical (usabil-
ity, fit for purpose, documentation, maturity and stability and performance),
2 are human (activeness and experience), while none are economical. Ad-
ditionally, data scientists do consider three other factors when selecting li-
braries: statistical soundness, consistency and scalablity, and customization.

4.3 RQ2: Differences between data scientists and software engineers

In RQ2, we want to understand if there are any differences in terms of how
data scientists and software developers rate the same library selection factors.
Such differences may impact how support tools should be designed for these
two populations.
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We compare the distribution of ratings obtained by Larios Vargas et al. [10]
to the distribution of ratings by our data scientist participants3. We use a
two-sided Wilcoxon rank-sum test to compare the distributions for each factor
rating, since we are interested in differences in either direction. We consider
results with a p-value < 0.05 as statistically significant. To determine the
direction of difference (i.e., whether this factor influences data scientists’ se-
lection more or less than developers), we compare the medians of the two
rating distributions and break any ties using the means. Additionally, we cal-
culate factor rankings based on the software developer ratings, following the
same method we described for the ratings of data scientists in Section 4.2. We
then compare the factor rankings and important factors we obtained for data
scientists with those for software developers.

Table 2 shows the factor rankings for both data scientists and software de-
velopers, as well as an asterisk (*) beside factor rankings that were deemed as
important. Upon a quick inspection, we can see that there are several factors
that rank very differently between the two populations. For example, data
scientists rank whether a project is brown or green field as the least factor
influencing their decision to use a library (rank = 26), while software develop-
ers rank it higher at rank 19. On the other hand, fit for purpose is the third
most influencing factor for data scientists, while it is ranked 11th for software
developers.

When it comes to important factors, we find 6 important factors (i.e., those
that >= 75% of participants rated as moderate or high influence) for software
developers: (1) Maturity and stability (90%), (2) Documentation (89%), (3)
Usability (86%), (4) Risk assessment (81%), (5) Active maintenance (80%),
and (6) Performance (77%). Interestingly, all the important factors for software
developers are technical or economical factors. In general, few human factors
seem to make their way up the rank list for software developers. The only
human factor for developers that comes in their top ten factors is own team, at
rank 9. On the other hand, data scientists have two human factors (community
experience and community activeness) among their 7 important factors, and
three in the top ten factors. That said, both groups give fairly low ratings for
the remaining stakeholders factors and all organization factors.

While these ranks provide some insights into differences, the differences we
observe may not be statistically significant. Thus, we now turn to the results
of the Wilcoxon rank-sum test to determine which factors have statistically
significant differences between the two populations. We find that there are 11
factors where the difference between the distribution of ratings of data sci-
entists and software developers is statistically significant. These 11 factors,
highlighted in blue in Table 2 are: fit for purpose, security, active mainte-
nance, maturity and stability, customers, project/product managers, type of
industry, community experience, community activeness, cultures and policies,
and license.

3 Thanks to the authors for releasing their raw rating data [52], which allowed us to
reproduce their results and enabled a direct distribution comparison
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We now discuss the differences in directions for these 11 factors, while
also including any difference in rankings. Our results show that whether a
library matches the needed requirements influences data scientists’ decision
much more than software developers (rank 3 vs rank 11). It is interesting to
see that for the remaining technical factors that we find statistical differences
for, we always find that data scientists care less about these factors. Specif-
ically, factors such as security (rank 18 vs. 8), active maintenance (rank 13
vs. 5), and maturity and stability (rank 5 vs. 1) influence data scientists’ de-
cisions less than they do for software developers, even though a factor such
as maturity and stability is among the top most important factors for data
scientists. Similarly, the specific license of a library is less important for data
scientists when compared to software developers (rank 16 vs. 10). Our focus
group discussions provide insights into interpreting these results. Specifically,
our focus group participants mention that data scientists are not expected to
be responsible for requirements such as security and active maintenance. They
also rarely think about licenses. However, our experts in the focus groups in-
dicate that a lot of client-facing data scientists do need to consider maturity
and stability of their work. A lot of them value this factor in their own work,
especially those who operate more on the production side of their respective
companies and those who used to be software developers before switching to
data science. Based on the survey results and focus group discussions, we con-
clude that even though maturity and stability is important for data scientists,
it may still not be as important as for software developers. This makes sense
since many data scientists are analysts that often do quick and “dirty” work
for internal purposes, which would not require investing much thought into
maturity or stability.

On the other hand, consistent with what we observe above, for all the hu-
man factors that we found statistically significant differences for, it is always
the case that data scientists care more about these factors than software devel-
opers. Specifically, we find the biggest differences in community-related factors
such as the community experience (rank 7 vs. 15) and community activeness
(rank 4 vs. 13). Our focus groups agree that community is a major leverage
for any data scientist. They elaborate that many data scientists learn data
science “on the job” or through popular community platform, which matches
what our survey participants indicated. Data scientists are typically familiar
with a few popular active communities that they follow and trust. Note that
around 70% of our focus group participants are data scientists without prior
software development or programming experience. As part of our conversation,
they reflected on their own experience by explaining that at the beginning of
their career, they heavily relied on word of mouth and peer advice. They did
not necessarily look at or understand a software library the same way a soft-
ware developer may do. They even sometimes feared tinkering with the code
and thus borrowed snippets as is. For them, a library is a set of APIs that they
treat as black boxes. However, through community help and guidance, they
were able to unravel the “mysteries” of a software library and even write ones
from scratch. Nonetheless, even after becoming more experienced, they still
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considered the community as their number one reference whenever they look
for answers. Such reflection underlines why a library’s community support for
is important to data scientists.

RQ2: We find the following statistically significant differences between the
two populations. When compared to software developers, 7 factors influence
data scientists’ decision more (how much a library fits the desired purpose,
the final customers of the project, the project/product managers, type of in-
dustry, cultures and policies, the community experience, and how active the
community is) while 4 factors have less influence over data scientists’ deci-
sion (library security, its active maintenance, maturity and stability, and its
license).

5 Limitations and Threats to Validity

External Validity Our findings are based on the input of 90 participants. While
this number of participants is close to that of Larios Vargas et al. [10], allowing
us to compare findings, it may not be representative of the whole data science
community. However, we find that the results of the latest 2020 Kaggle survey
of data scientists [51] match some of the the distribution and background of our
participants. For example, similar to our participants, 68% of their participants
have a graduate degree. Additionally, the background, sectors, and years of
experience of our participants varies considerably, suggesting that our data
is not skewed towards certain sub-populations of data scientists. Nonetheless,
we were limited by the number of participants in some of the sub-populations,
which did not allow us to slice our data and analyze each sub-population
separately.

Construct Validity Our survey measures how data scientists rate the influ-
ence of certain factors on their library selection process. It does not provide
concrete metrics that measure these factors and accordingly, does not provide
specific interpretations or definitions for each term. For example, community
activeness could be measured/interpreted by the number of Stack Overflow
questions or by how quickly issues are responded to [18,40]. This could result
in each participant rating the factor with a different measure/ interpretation
in mind. However, given that we are replicating a previous survey to facilitate
comparison, we did not want to alter any of the factors, including biasing the
participants towards certain ways of measuring them. Additionally, our goal is
not to determine the best way to measure a factor (which is an interesting fu-
ture research direction none the less, with some recent efforts, including ours,
in that direction [18, 40]), but rather to determine its overall influence on the
selection process. The second author of this paper is also a data science re-
searcher; we leveraged her expertise in the data science community to ensure
that the terminology can still be interpreted by data scientists. Finally, to
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further mitigate the potential terminology misinterpretation threat, we also
conducted a pilot survey to ensure that data scientists can understand the
content of the survey. While the focus groups took place after the survey, we
also leveraged them to double check that the factors are understandable by
asking participants what they understood from each factor. All factors were
clear to all participants, with the exception of brown/green field development.

We acknowledge that we use the term “data scientist” in this paper as
an umbrella term for various roles related to data science, while these roles
may have an impact on how a data scientist deals with libraries. For example,
some online career articles differentiate between 10 different roles related to
data science [53], such as data scientist, data engineer, data analysis, machine
learning engineer etc. While our initial intention with having the job title
and job description information in the survey was to differentiate between
such roles, we found that the use of different titles by our participants is
still not consistent. For example, some job titles did not even match these
10 roles while the participant provided a job description that involves data
science tasks. We discuss this issue with our focus group participants and the
majority believed that the market has a very fluid definition of data science
roles. Since not all participants provide detailed job responsibilities that can
allow us to accurately map them to the different expected job titles, we chose
to avoid unsound statistical analysis based on small data slices or inaccurate
qualitative analysis to differentiate or draw any conclusions related to the
effect of the various roles. The same holds for differentiating data scientists
by their background and experiences, and statistically determining if different
backgrounds affect their factor ratings. We believe that future research can
focus on understanding such differences within the data science population
and their impact on library selection and usage.

Internal Validity Our choice to include a raffle with monetary compensa-
tion resulted in receiving many “nonsense” responses. We mitigated this issue
through careful filtering of the responses to include only these responses that
two of the authors independently deemed as legitimate. We used two objec-
tive criteria to determine valid responses. Given our almost perfect inter-rater
agreement rate (kappa score of 0.91) and our decision to include only 90 high-
quality responses instead of simply choosing to report a higher number of
responses, we are confident in the quality of our data.

6 Significance and Implications

Our results have implications for two main stakeholders: the developers or
maintainers of data science libraries and researchers who plan on designing
support tools for data scientists. We discuss both below then propose poten-
tially interesting future research directions related to data scientists’ library
selection and support.
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6.1 Implications for Data Science Library Maintainers

Our results show that the top three ranked factors for data scientists are us-
ability, documentation, and fit for purpose. Thus, similar to what is known
about software developers in the literature [10,21,54], data scientists will dis-
regard libraries that are not well-documented or that are hard to use. Given
that fit for purpose influences data scientists’ selections even more so than
software developers’ selections, we recommend a library’s documentation to
clearly indicate the purpose of the library and types of data science tasks it
supports. Our focus group findings also support this conclusion, and even in-
dicate that knowing which tasks a library supports, rather than only which
functionality, is important.

The new factors we find in RQ1 also indicate that statistical soundness is
important, given the nature of the statistics-based work of a data scientist.
Library maintainers may consider adding information about how certain cal-
culations are performed and how the soundness of these calculations, including
their consistency, is ensured. Such information may help data scientists to de-
cide if they trust relying on a given library for their work. Further supporting
our recommendation, our focus groups mention that data scientists with weak
backgrounds in statistics find it hard to relate statistical concepts they read
about to the libraries they are using. They find it hard to edit existing func-
tions or libraries as they find little guidance on how to do so without violating
any statistical rules. They also find it hard to try models that are less popular
on the community blogs, as they have no way to validate the correctness of
their work due to lacking statistical documentation.

6.2 Implications on Designing Support Tools for Data Scientists

Our findings directly impact how software engineering researchers and/or tool
builders can design library selection support tools for data scientists. With the
prevalence of data science in many businesses and applications, there has been
recent effort in the software engineering community to design tools that sup-
port data scientists in their work. Examples include API migration support
between data science libraries [55], code cleanup activities in Jupyter note-
books [56], or debugging and parameter tuning in data analysis scripts [57,58].
Similar to such efforts, we believe that library selection decision support tools
can help data scientists be more efficient in their work. Designing such sup-
port tools is one of the main motivations behind the research presented in this
paper. Our discussions in the focus groups indicate that data scientists would
find library selection support tools beneficial, which supports our motivation
and highlights the importance of creating such tools. In particular, partici-
pants of four out of five focus groups independently indicated that one of the
major struggles at their data science teams is that they do not find enough
guidance on selecting the libraries that are best suited for the particular tasks
or use cases they are faced with. Participants who were more involved with the
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engineering and production side, on the other hand, suggested that they would
appreciate having a recommender system that compares and selects libraries
based on factors they are interested in, similar to the ones that were investi-
gated throughout our research. The results of our survey provide insights that
can help with the design of such tools as follows.

Languages and Libraries Providing information to compare various libraries [18]
or designing library recommender systems [36] often requires targeting a spe-
cific programming language. Our survey results confirm existing knowledge
that while data scientists use several programming languages in their tasks,
Python and R are the two top used languages. Thus, recommender systems
designed for data scientists should target these two languages. Our analysis on
commonly used Python and R libraries, shown in Figures 3a and 3b, provides
these tool builders with empirical guidance on which libraries to address first
in order to create useful tooling. Not only is this list useful for tooling related
to library comparison, it is also useful for building any further support tools,
such as library migration, code completion, or API recommendation.

Prioritizing Factors Displaying information about all 26 factors from the lit-
erature will likely overwhelm any end user. Similarly, a recommender con-
sidering all 26 factors may end up making useless recommendations, because
it is unlikely that one library is “good” or “bad” on all factors. Thus, it is
important to actually know the factors that influence the target audience’s
decision and either consider only these factors, or at the very least, weigh the
factors differently. Our results provide rankings that can help with such a task.
Specifically, tooling targeting data scientists should prioritize usability of the
library, its documentation, its fit for their purpose, its community’s active-
ness, its maturity and stability, its performance, and the collective experience
of its community. Overall, data scientists seem to heavily rely on opinions and
experiences of the community, as well as the overall human stakeholders in
their team and organization. We find that organization factors do not highly
influence library selection for data scientists, which suggests that they can
be ignored or de-prioritized in any support tooling. Finally, we discover new
factors that affect data scientists’ library selection. Most importantly, as also
confirmed from the focus group, statistical soundness and calculation consis-
tency are important library selection factors. We recommend that these factors
should be considered for any library selection support tools.

7 Conclusion

Data scientists use third-party libraries to accomplish many of their tasks.
With the abundance of available libraries, it may not always be obvious which
library to use. In this work, we surveyed 90 data scientists to understand which
factors influence their selection of third-party libraries to use. Our results
provide rankings of these factors and highlight multiple differences between
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software developers and data scientists when it comes to selecting libraries.
Specifically, some technical factors such as security and active maintenance
influence data scientists less than they influence software developers, while
human factors such as the community’s experience and its activeness influence
data scientists more. We also triangulate our survey results with discussions
with 18 data scientists through 5 separate focus groups. These discussions
provide additional insights and interpretations to our survey results, and open
up additional avenues for potential future work. Overall, our results and their
implications help guide the design of future support tooling that can help data
scientists select the most appropriate library for their needs. As future work,
we plan on considering the implications in this paper to design library selection
and usage support tooling for data scientists. We also recommend that future
work focuses on investigating the impact of the differences among various roles
and backgrounds of data scientists.
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